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Abstract. The present work proposes the use of Latent Dirichlet Allocation to
model Extraordinary Appeals received by Brazil’s Supreme Court. The data con-
sist of a corpus of 45,532 lawsuits manually annotated by the Court’s experts with
theme labels, a multi-class and multi-label classification task. We initially train
models with 10 and 30 topics and analyze their semantics by examining each topic’s
most relevant words and their most representative texts, aiming to evaluate model
interpretability and quality. We also train models with 30, 100, 300 and 1,000 top-
ics, and quantitatively evaluate their potential using the topics to generate feature
vectors for each appeal. These vectors are then used to train a lawsuit theme classi-
fier. We compare traditional bag-of-words approaches (word counts and tf-idf val-
ues) with the topic-based text representation to assess topic relevancy. Our topics
semantic analysis demonstrate that our models with 10 and 30 topics were capa-
ble of capturing some of the legal matters discussed by the Court. In addition, our
experiments show that the model with 300 topics was the best text vectoriser and
that the interpretable, low dimensional representations it generates achieve good
classification results.

Keywords. topic models, legal domain, document analysis, Latent Dirichlet
Allocation

1. Introduction

Brazil’s court system suffers from an excessive amount of lawsuits [1]. About 80 million
suits awaited judgement in 2017, which amounts to almost one for every three Brazilians.
There was an increase of 19.4 million suits between 2009 and 2017. Furthermore, the
average processing time reaches more than seven years in some cases. Such long wait-
ing times negatively impact Brazil’s legal certainty and brings about greater budgetary
needs—Brazil spent R$ 90.7 billions in 2017 to maintain the judiciary, corresponding to
about 28 billion3 dollars [2].

Natural Language Processing (NLP) and Machine Leaning techniques can con-
tribute to a quicker, cheaper and more efficient analysis of legal proceedings and as a
result help promote greater effectiveness and democratization of justice. Some works al-
ready explore the use of artificial intelligence in the context of Brazil’s courts [3,4,5].

1Corresponding Author: Pedro Henrique Luz de Araujo, UnB - Brasília, DF, Brazil; E-mail:
pedro.luz@aluno.unb.br.

2Corresponding Author: Teófio Emidio de Campos, UnB - Brasília, DF, Brazil; E-mail:
t.decampos@oxfordalumni.org.

3Considering average exchange rate of 2017: 3.19 reais to 1 dollar.
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That being said, we are not aware of publications regarding the topic modelling of Brazil-
ian lawsuits.

Topic models are a family of statistical models used to discover in an automatic and
unsupervised manner themes (topics) present in a collection of documents [6]. The top-
ics are obtained from the statistical analysis of the words that comprise the documents.
Since annotations and labelling of documents are not needed, topic models enable the or-
ganisation, exploration and indexing of massive amounts of data in a scale that could be
prohibitively expensive if human made. The trained models may also be used for down-
stream tasks such as sentiment analysis [7] and document classification [8]. In addition,
the approach is not restricted to text data and may be used to model genomic data, images
and social networks [6].

In this paper, we employ Latent Dirichlet Analysis (LDA) to model Extraordinary
Appeals (Recursos Extraordinários—RE) received by Brazil’s Supreme Court (Supremo
Tribunal Federal—STF). Each suit has been manually annotated by the Court’s employ-
ees to include information on its general repercussion (repercussão geral) themes. This
is a multi-label classification task, which we will further discuss in Section 3. Our con-
tributions are:

1. The qualitative analysis of the semantics of each topic from models with 10 and
30 topics trained on the STF data.

2. The quantitative analysis of topic relevance by using topic distribution vectors as
input for general repercussion theme classification. We experiment with models
of 10, 30, 100, 300 and 1,000 topics.

The rest of the paper is organized as follows. Section 2 briefly review Topic Model
literature and NLP applied to the legal domain approaches. Sections 3 and 4 describe
the dataset and the model employed, respectively. Section 5 reports our experiments and
Section 6 presents and discusses the results. Section 7 concludes the paper.

2. Related Work

2.1. Topic Models

Topic models have been an area of research since 1990, when Deerwester et al. [9] pro-
posed Latent Semantic Indexing (LSI). The method uses Singular Value Decomposition
(SVD) to factorize a matrix of term-document co-occurrence values to construct a “se-
mantic” space where terms and documents closely associated are near one another. The
method is further explored by Hofmann [10], who introduced probabilistic LSI (PLSI).
Like LSI, PLSI decomposes a co-occurrence matrix, but while the former uses a lin-
ear algebra approach, the latter method is statistical, modelling the document-word co-
occurrence probability as a mixture of conditionally independent multinomial distribu-
tions. On the other hand, PLSI has some weaknesses, such as the linear growth of the
parameters with the size of the corpus, which causes overfitting issues, and the lack of
procedure to assign probability to a document not seen in the training set.

To overcome PLSI weaknesses, Blei et al. [11] proposed Latent Dirichlet Allocation
(LDA). The authors show that LDA can be used for a range of tasks, such as document
modelling, text classification and collaborative filtering, outperforming approaches based
on unigrams and PLSI.



P. H. Luz de Araujo and T. E. de Campos. /

Since then, the study of extensions of LDA by relaxing some of its assumptions has
been an active area of research [6]. For example, by relaxing the assumption that the
order of the documents can be neglected, Blei and Lafferty [12] propose Dynamic Topic
Models, capable of modelling the time evolution of topics in a corpus.

2.2. Natural Language Processing and Topic Models in Legal Text

Efforts have been made to apply Natural Language Processing and Machine Learning
techniques to legal text. NLP has been used to automatically extract and classify rele-
vant entities in court documents [13,14,4]. Other works [15,16,17,18] focus on using au-
tomatic summarization to reduce the amount of information legal professionals have to
process. Document classification has been explored for decision prediction [19,20], area
of legal practice attribution [21] and fine-grained legal-issue classification [22].

LDA has been employed to model legal corpora. Carter et al. [23] model documents
from the Australian High Court; Remmits [24] models decisions from the Supreme Court
of the Netherlands; O’Neill et al. [25] used LDA to explore British legislative texts.

Some works explore the processing of Brazilian legal documents. Correia da Silva
et al. [3] use a CNN to classify STF’s documents. De Vargas Feijó and Moreira [5]
introduce a dataset for decision summarization. Luz de Araujo et al. [4] built a manually
annotated corpus for named entity recognition and classification with legislation and
legal decision classes. On the other hand, we are not aware of publications examining
topic modelling of Brazilian legal corpora.

3. Data

We use the VICTOR dataset [26], a corpus containing 45,532 Extraordinary Appeals.
Each instance is a legal proceeding as it is received by the STF, that is, before it is pro-
cessed and judged. Each lawsuit is represented as an ordered sequence of pages contain-
ing text.

The dataset contains manual annotation that assigns to each lawsuit one or more
general repercussion4 themes. More specifically, the options are the 28 most important
themes according to the STF, each one identified by a unique integer5; e.g., theme 6 deals
with the State’s duty to supply costly medications to citizens who suffer from serious
diseases and are not able to buy them. The integer 0 identifies the instances that contain
at least one theme that does not belong to any of those 28 classes. It follows that theme
assignment is a multi-label classification task.

The data is divided into train/validation/test splits containing 70%/15%/15% of all
suits, respectively. The theme distribution is the same in all splits as figure 1 shows.

The following preprocessing steps were applied to the raw text: lower-casing, re-
moval of stop words and alphanumeric tokens, email and URL tokenization, and identi-
fication of simple law citations; e.g., we change Lei (law) 11.419 to LEI_11419.

4An appeal must have general repercussion to be judged by the STF. This means that lawsuit must relate to
relevant economic, political, social or legal issues that exceed the interests of the parties.

5A list of all themes is available at http://www.stf.jus.br/portal/jurisprudenciaRepercussao/
abrirTemasComRG.asp.

http://www.stf.jus.br/portal/jurisprudenciaRepercussao/abrirTemasComRG.asp.
http://www.stf.jus.br/portal/jurisprudenciaRepercussao/abrirTemasComRG.asp.
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Figure 1. Theme counts.

4. Model

Inspired by previous attempts to model different kinds of legal text [23,24,25], we choose
Latent Dirichlet Allocation [11] as the method for topic generation. LDA is a proba-
bilistic generative model of a corpus, where each document is represented as a random
mixture over latent topics. Each topic is in turn a distribution over words. That is, LDA
assumes the following generative process for a corpus D of m documents of length ni,
i ∈ [1, . . . ,m], assuming a fixed set of k topics:

1. θθθ i, i∈ {1, . . . ,m}, the topic distribution of document i, is chosen from a Dirichlet
distribution Dir(ααα)

2. φφφ j, j ∈ {1, . . . ,k}, the word distribution of topic j, is chosen from a Dirichlet
distribution Dir(βββ ).

3. For each word position (i, j), i ∈ {1, . . . ,m}, j ∈ {1, . . . ,ni}:

(a) A topic zi, j ∼Multinomial(θθθ i) is chosen.
(b) A word wi, j ∼Multinomial(φφφ zzzi, j

) is chosen.

Given this generative assumption, the LDA procedure assigns: a topic distribution
for each document, a topic for each word in each document and a word distribution for
each topic.

5. Experiments

5.1. Model Training for Exploratory Analysis

We perform an exploratory analysis of the data aiming to understand its most relevant
topics by training LDA models. We train two models on the training split of the data,



P. H. Luz de Araujo and T. E. de Campos. /

one with 10 topics and the other with 30. Since the whole data does not fit into memory,
we use the algorithm proposed by [27] for the online training of LDA models, based on
stochastic optimisation with gradient steps.

To select the most informative words, we restrict our vocabulary to the words that
appear in at least 50 lawsuits of the training set and in no more than 50% of them. In
addition, we filter words with only one letter, with the intuition that they probably do not
help with topic interpretability. The obtained vocabulary contains 81,418 entries.

We use mini-batches of 4,096 suits, with a maximum number of 400 iterations per
mini-batch, and train for 4 epochs. The hyper-parameters were chosen empirically and
were sufficient for the convergence of most lawsuits in the training set.

5.2. Topic Distribution as Text Representation

In order to have a quantitative analysis of the detected topics, we use LDA as a law-
suit feature extractor; that is, the topic distribution of each lawsuit is used as its vector
representation and fed to a classifier to predict general repercussion themes. We run ex-
periments with models of 10, 30, 100, 300 and 1,000 topics, using eXtreme Gradient
Boosting [28] (XGBoost) as the classifier.

We compare the topic representation with two traditional bag-of-words representa-
tions: i) Tf-idf values and ii) word counts. To establish a fair comparison, all models
use the same vocabulary. Since we have a multi-label task, we employ a One-vs-All ap-
proach where we train a binary classifier for each theme and the final classification is
the aggregation of all predictions. Formally, let C be the set of all themes, t a threshold
value, fc(·) the decision function of the classifier for class c, and l a lawsuit:

∀c ∈C,assign c to l if fc(l)≥ t . (1)

We set 0.5 as the threshold value.
Finally, we use the validation set to tune the following XGBoost hyperparameters

through random search: number of trees, maximum depth and shrinkage factor.
All results are reported on the test set unless otherwise stated. As a baseline method

we choose a classifier that assigns all themes to any input, which achieves a F1 score
weighted by class frequency of 41.17% and an average F1 score of 5.48%.

6. Results

6.1. Topic Analysis

In order to evaluate the topic quality of the models with 10 and 30 topics we examine
the most relevant words and lawsuits from each topic and assign it a label [29]. Table 1
presents the results of the labelling process. For each topic we show its four most relevant
words, where relevance is defined [30] as

r(w,z|λ ) = λ logP(w|z)+(1−λ ) log
P(w|z)
P(w)

, (2)

and the parameter λ (0 ≤ λ ≤ 1) determines weight given to the probability of term w
given topic z relative to the ratio between that probability and the marginal probability
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of w on the whole corpus. For each topic, through manual inspection, we select the value
with the most descriptive top words, which have been translated to English, except in the
case of acronyms and names, which are shown in italic.

Table 1. Topic labels and their respective four most relevant words (10 topics).

Topic λ Assigned label Words

1 0.6 Public servant remuneration servants, servant, limitation, remuneration
2 0 Criminal Law narcotic, hydrometer, clandestine, interrogation
3 0.6 Pension Law benefit, event, retirement, pension
4 0.6 Civil Law bank, contract, consumer, projudi

5 0.6 Right to health health, city, municipal, medication
6 0.4 OCR errors ento, no, ro, co

7 0.6 Tax Law icms, ipi, tax, income
8 0 Entities econorte, rcte, pieter

9 0.4 Labor Law fgts, pss, hours, payroll
10 0.6 Document access original, site, access, report

Regarding the model with 10 topics, the results show that most topics are identified
with legal matters routinely discussed by the STF. That being said, topics 6 and 8 were
challenging to label. The lawsuits with the highest proportion of these topics were useful
in that enterprise.

In the first case, the most representative lawsuits were found to contain a great
amount of OCR noise. The most relevant suit, with 99.99957% topic 6 content, contains
the following passage: “r cm emoi oit incm m t i o i m cofl inoioem oulfl tofl cmcmh co
ffl ffl ffl a z a z ffl o t a o u ffl otoidtoaz d to a i o tn ffl em cmcocoulococm eo cocm [...]”,
which is pure gibberish.

While examining topic 8, we discovered that its most representative lawsuits con-
tained a lot of named entities; e.g., from the 15 most frequent words in the suit with most
topic 8 content, 8 referred to people or organisations.

The model with 30 topics, as shown in Table 2, was also able to identify interpretable
topics, many of them directly related to legal matters discussed by the Court. To label
each topic, we once again analyze its most relevant words from each topic while varying
the value of λ . To label the most challenging topics we also examine their most repre-
sentative lawsuits. Due to the greater number of topics, some of them deal with much
more specific matters than in the case of the model with 10 topics. For example, while
the model with fewer topics has only one generic topic for Tax Law, the one with 30
topics has four different topics related to different facets of that legal area (topics 3, 25,
27 and 28).

That said, some of the topics have relevant words that do not belong to related mat-
ters. Topic 19, for example, assign high probabilities to words related to both Consumer
Law and the Brazilian state of Bahia, with mentions to cities such as Bahia’s capital city
Salvador. On the other hand, there are topics with very specific relevant words, such as
topic 20, that groups names of people. These results can be explained by the nature of
the data, which combines various types of documents; e. g. petitions, judgments, orders,
proxy statements, certificates, and other supporting documents. We expect that by train-
ing only on the Court’s rulings the topics would be even more related to specific legal
matters discusses by the Justices.
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Table 2. Topic labels and their respective four most relevant words (30 topics).

Topic λ Assigned label Words

1 0.6 Civil liability damage, damages, compensation, non-
material

2 0.22 Expiration of social security benefit benefit, expiration, limit, social security
(previdenciário)

3 0.6 Tax Law treasury, tax, revenue, taxation
4 0.1 Miscellaneous - Legal vocabulary, enttities

and laws
serial number, pet, stamp, itaperuna

5 0.4 Public servant bonus bonus, performance, inactive, evaluation
6 0.4 Rural social security rural, contribution, LEI_8212, pension
7 0.6 Public servant remuneration readjustment readjustment, servants, remuneration, urv

8 0.4 OCR errors ento, no, ro, ffl

9 0.6 Members of the military military, servant, servicemen, servants
10 0 Criminal Law clandestine, sepetiba, semi-open, narcotic
11 0.4 Contract law contract, contracts, fee, accounts
12 0.05 Technical Councils confea, crea, agronomy, LEI_6496
13 0.2 Public tender tender, candidate, notice, openings
14 0.4 Anticipation of remuneration readjustment upag, pccs, labor, LEI_8460
15 0.6 Right to health health, medication (plural), treatment,

medication (singular)
16 0.9 Savings account, interest and monetary

correction
correction, monetary, savings account, de-
lay

17 0.6 Document access original, site, acesse, report
18 0.6 labor complaints estran, tst, entity, claimant
19 0.4 Miscellaneous - Consumer Law and Bahia

(Brazilian state)
consumer, salvador, bahia, pdf

20 0 Entities - names lauxen, tainá, heloise, soeli

21 0.7 Qualification num, normal, internment, foz

22 0.5 insurance insurance, previd, institute, dpu

23 0.4 Payroll hours, fgts, payroll, overtime
24 0 Miscellaneous - Organisations, charters

and non-Portuguese words
andaterra, peixer, funds, market

25 0.5 Fiscal documents ltda, ipi, nfe, icms

26 0.4 Rio Grande do Sul (Brazilian state) sul , grande, alegre, paese

27 0.4 Income tax updated, months, rra, irpf

28 0.2 Tax Law - circulation of goods compatible, issqn, exit, eireli

29 0.2 Miscellaneous - Procedure and Paraná
(Brazilian state)

paraná, arq, curitiba, mov

30 0.4 Payments jam, vlr, received, credit

6.2. Quantitative Analysis

Figure 2 compares the performance on the validation set of classifiers trained on text
features obtained from models with 10, 30, 100, 300 and 1,000 topics. All models greatly
outperformed a baseline that simply assigns all themes to each instance. Increasing the
dimensionality of the representation up to 300 topics improves performance. The model
with 1,000 topics, on the other hand, is comparable to the one with 300.
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Figure 2. Validation set performance of classifiers trained with different numbers of topics.

Table 3 compares the 300-dimensional lawsuit representation with the word counts
and tf-idf values bag-of-words representations on the test set. The topic distribution rep-
resentation did not outperform the traditional methods, but achieved good performance—
much better than the baseline that assigns all themes. These results suggest that the de-
tected topics are related to the themes relevant to the Court and have the potential to aid
the judiciary with the management of cases.

Furthermore, it has an advantage over the traditional approaches with respect to
the dimensionality of the representation—it describes a lawsuit using 300 dimensions
instead of 81,418, a relative reduction of 99.63%. As a result, the training and inference
is much faster.

Table 3. F1 scores (in %) on the test set of each text representation method. Assigning all themes to all samples
yield a weighted (by class frequency) F1 score of 41.17 and an average F1 score of 5.48.

Word counts Tf-idf 300 topics

Weighted 89.29 89.22 78.07
Average 87.54 88.37 75.81

7. Conclusion

We proposed the use of Latent Dirichlet allocation to build topic models of Extraordinary
Appeals from Brazil’s Supreme Court (STF). We labelled and analysed the models with
10 and 30 topics, showing the correspondence between them and legal matters that reach
the Court. We used the obtained topic distribution vectors as input for a supervised multi-
label classification task in order to establish a quantitative analysis of topic relevance.
The topic distribution representation, with an optimal value of 300 topics, achieved good
results using much lower dimensionality than the traditional methods. The technique can
be leveraged to help organize, explore and extract information of the massive amounts of
data that reach the Court.
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